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Abstract

Greedily seriating objects one by one is implicitly employed in many heuristic clustering

procedures, which can be described in terms of a linkage function measuring entity-to-set dis-

similarities.

A well-known clustering technique, single linkage clustering, can be considered as an example

of the seriation procedures (actually, based on the minimum spanning tree construction) leading

to the global maximum of a corresponding `minimum split' set function. The purpose of this

work is to extend this property to a wide class of the so-called monotone linkages. It is shown that

the minimumsplit functions of the monotone linkages can be greedily maximized. Moreover, this

class of set functions is proven to coincide with the class of so-called quasi-convex set functions.

Key words: clustering, monotone linkage, quasi-convexity, greedy optimization.

1 Introduction

The subject of this paper originated in cluster analysis as a generalization of a well-known method

called single linkage clustering [1]. Let D = (dij) be a symmetric N�N matrix of the dissimilarities

dij between elements, i; j, of an N -element set I . For a subset S � I and an element i 2 I � S,

let us de�ne l(i; S) = minj2S dij , single linkage dissimilarity between i and S. A sequence s =

(i1; i2; :::; iN) consisting of all elements of I will be referred to as a series, and sets Sk = fi1; :::; ikg

consisting of the initial fragments of s, as its starting sets (k = 1; 2; :::; N � 1). A series s =
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(i1; i2; :::; iN) is a single linkage series if, for every k = 1; :::; N � 1, the element ik+1 is a minimizer

of l(i; Sk) with regard to i 2 I � Sk. A starting set Sk of a series s can be referred to as a single

linkage cluster if it is maximally separated from the other elements along the series, that is, if

l(ik+1; Sk) is maximum over all k = 1; :::; N�1. Basically, a single linkage series de�nes a minimum

spanning tree (MST) of the graph whose vertex set is I and edge weight function is d = (dij),

in the framework of the well-known Dijkstra-Prim algorithm for �nding a MST. By cutting any

MST at any of the links (ik; ik+1) whose value dikik+1 is maximum over k = 1; :::; N � 1, the set I

is partitioned into two parts, one of which is a single linkage cluster. It can be shown that a set

function, L(S) := mini2I�S l(i; S), called the minimum split function, is maximized by every single

linkage cluster [2].

The single linkage l(i; S) satis�es a monotonicity property [3]: its value can only decrease when

some elements (not coinciding with i) are added to S. All the clustering concepts above can

be extended to an arbitrary monotone linkage function, d(i; S), whether it is de�ned in terms of a

dissimilarity matrix or not. This paper is aimed at proving that, for any monotone linkage function,

d, its minimum split function, Md(S) := mini2I�S d(i; S), has all its minimal maximizers among

the monotone linkage clusters de�ned over the monotone linkage series. Moreover, it appears that

the entire stock of the minimum split functions for the monotone linkages coincides with the set of

quasi-convex set functions F : P(I)! R de�ned by condition that

F (S1 \ S2) � min(F (S1); F (S2));

for any overlapping S1; S2 2 P(I) [4].

This provides both a simple algorithm for maximizing the quasi-convex set functions presented

as the minimum split functions for some monotone linkages and a natural mechanism for generation

of the quasi-convex set functions.

The remainder consists of the following. In Section 2, the monotone linkage and corresponding

minimum split function concepts are discussed, and their duality is proven as related to the quasi-

convex set functions. In Section 3, it is shown that the minimal maximizers of a minimum split

function are starting sets of the corresponding linkage series, while every non-minimal maximizer

is just a union of some of the minimal ones. An example is given in Section 4. The results are

discussed in Section 5.

2 Monotone Linkage and Quasi-Convex Set Function

Let, for every S � I and i 2 I � S, a dissimilarity measure, d(i; S), be given. Such a measure,

referred to as a linkage between i and S, can be de�ned in terms of di�erent data formats. For

example, for a data table X = (xik) where xik is the value of a variable k 2 K for any entity i 2 I ,

2



a linkage measure can be de�ned as

ml(i; S) :=
X
k2K

min
j2S

jxik � xjkj:

The ml linkage is an example of a `holistic' measure which cannot be reduced to a function of

pair-wise dissimilarities. One might think also of a situation when a linkage measure arises just as

a primary data, e.g., in applications connected to VLSI or image processing.

Let us refer to a linkage function d(i; S), S � I; i 2 I � S, as a monotone linkage if d(i; S) �

d(i; T ) whenever S � T (for all i 2 I �T ). Both of the speci�c linkage functions considered, l(i; S)

and ml(i; S), are monotone.

Based on a linkage function d, a set function Md can be de�ned, as follows:

Md(S) := min
i2I�S

d(i; S): (1)

This set function was considered, among others, in [4]. Following the terminology introduced in

[2],Md can be referred to as the minimum split function for linkage d. The minimum split function

measures the minimum linkage between S, as a whole, and I � S as the set of the \individual"

entities. A set function F : P(I)! R is called quasi-convex [4] if

F (S1 \ S2) � min(F (S1); F (S2)); (2)

for any overlapping S1; S2 2 P(I).

Statement 1 The minimum split function of any monotone linkage is quasi-convex.

Proof: Let F (S) = Md(S) := mini2I�S d(i; S) for some monotone linkage d, and let S1; S2 be

overlapping subsets of I . Assume F (S1 \ S2) = d(i; S1 \ S2), F (S1) = d(j; S1) and F (S2) =

d(k; S2). By the de�nition of F , i does not belong either to S1 or to S2, say, i 62 S1. Then,

d(i; S1) � F (S1) = d(j; S1) and F (S1 \ S2) = d(i; S1 \ S2) � d(i; S1) due to monotonicity of d,

which proves that F is quasi-convex. 2

Let us de�ne now the maximum join linkage function dF for any set function F by:

dF (i; S) := max
S�T�I�i

F (T ) (3)

for any S � I and i 2 I � S.

Statement 2 The maximum join linkage dF is monotone.

Proof: Obvious since any increase of S makes the set of maximized values in (3) smaller. 2

Next, we show that in the setting de�ned by conditions of quasi-convexity and monotonicity,

the functions dF and Md are dual, that is, for any quasi-convex set function F : P(I) ! R, the

minimum split function of its maximum join linkage coincides with F . This immediately implies

that, for any monotone linkage d, the maximum join linkage of its minimum split function coincides

with d.
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Statement 3 For any quasi-convex set function F : P(I)! R, the minimum split function of its

maximum join linkage coincides with F .

Proof: For S � I and i 2 I � S, let Si be a maximizer of F (T ) over all T satisfying the condition

S � T � I � i, so that dF (i; S) = F (Si). The minimum split function for dF , by de�nition, is

equal to M(S) = mini62S F (Si). Thus, M(S) � F (\i62SSi), due to quasi-convexity of F (S). But

\i62SSi = S since S � Si and i 62 Si, for every i 62 S, which implies M(S) � F (S). On the other

hand, F (Si) � F (S), i 62 S, since S belongs to the set of the feasible subsets in the de�nition of Si

as a maximizer of F ; this implies that M(S) � F (S), which proves the statement. 2

The duality proven is asymmetric from the algorithmic point of view: it is quite easy to construct

the minimum split function Md associated with a linkage d while determining the maximum join

linkage dF by F : P(I)! R may be an exponentially hard problem: the former task involves the

elements i 2 I � S to enumerate while the latter task requires maximizing a set function F (T ).

This implies that it would be more appropriate to consider the monotone linkage as a means for

de�ning the quasi-convex set function rather than, reversely, the quasi-convex set function as a tool

for representing the monotone linkage.

Di�erent linkage functions d and d0 may produce coinciding minimum split functions,Md =Md0 .

The maximum join linkage is peculiar: it is the minimum in its class.

Statement 4 If a set function F is the minimum split function for a monotone linkage d, then

dF (i; S)� d(i; S) for any S � I and i 62 S.

Proof: For an arbitrary S � I , assume dF (i; S) = F (T ) for some T with S � T � I � i. By

de�nition, F (T ) = minj2I�T d(j; T ) � d(i; T ) since i 2 I � T . However, d(i; T ) � d(i; S) since

S � T and d is monotone. Thus, dF (i; S)� d(i; S). 2

3 Maximizing Minimum Split Quasi-Convex Set Function

Let us consider a quasi-convex set function F such that F = Md in (1) for a monotone linkage

function d. Let us refer to a series (i1; :::; iN) as a d-series if d(ik+1; Sk) = mini2I�Sk d(i; Sk) for

any starting set Sk = fi1; :::; ikg, k = 1; :::; N�1. This de�nition can be considered as a description

of a greedy procedure for construction of a d-series starting with any i1 2 I : having Sk de�ned,

take any i minimizing d(i; Sk) over all i 2 I � Sk as ik+1, k = 1; :::; N � 1. A subset S � I will

be referred to as a d-cluster if there exists a d-series, s = (i1; :::; iN), such that S is a maximizer of

F (S) over all starting sets Sk of s. Greedily found d-clusters play important part in maximizing of

the quasi-convex set functions.

Statement 5 Any maximizer of F includes a d-cluster which is a maximizer of F , also.
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Proof: Let S� be a maximizer of F and pi be a d-series starting from an i 2 S�. Then, let S� be

not a starting set of pi, which means that S� cannot be presented as a continuous segment of the

series pi. In this case, there are some elements, between i and the last element of S� in pi, that

do not belong to S�; let i� be the �rst of them. Let us prove that set Ti of the elements preceding

i� in pi is a maximizer of F . Indeed, F (Ti) = d(i�; Ti) by de�nition. Then, d(i�; S�) � F (S�) due

to (1) applied to S := S�. On the other hand, d(i�; Ti) � d(i�; S�) since d is a monotone linkage.

Thus, F (Ti) � F (S�), and Ti is a maximizer of F . Since Ti is a starting set of pi, it is a d-cluster,

which proves the statement. 2

Statement 6 If S1; S2 � I are overlapping maximizers of a quasi-convex set function F (S), then

S1 \ S2 is also a maximizer of F (S).

Proof: Obviously follows from (2). 2

This implies that the minimal (by inclusion) maximizers of a quasi-convex set function are not

overlapping and, thus, the number of them is not larger than N . Moreover, every non-minimal

maximizer can be partitioned into a set of the minimal ones:

Statement 7 Each maximizer of a quasi-convex set function is a union of its minimal maximizers

that are d-clusters.

Proof: Indeed, if S� is a maximizer of F = Md, then, for each i 2 S�, there exists a minimal

d-cluster containing i, as it follows from the proof of Statement 5. 2

Finding all the minimal maximizers of a quasi-convex set function F = Md for a monotone

linkage d is not a di�cult task. It can be solved with the following three-step extended greedy

procedure (EGP):

(A) For each i 2 I , greedily de�ne a d-series pi starting from i as its �rst element.

(B) For each of the d-series found, pi, �nd Ti, a minimal d-cluster as its smallest starting

fragment Sk having maximum F (Sk) = d(ik+1; Sk) over all k = 1; :::; N � 1.

(C) Among the non-coinciding minimal d-clusters Ti, i 2 I , choose those maximizing F .

Performing EGP takes O(N2g) time where g is the average time required to calculate the values

d(i; S), which is determined by the step (A) where N series are constructed, each taking O(Ng)

time.

Statement 8 EGP �nds all the minimal maximizers.

Proof: Assume that, for an i 2 I , there exists a series qi starting with i, whose minimal d-cluster

Qi does not belong to the set of clusters found with EGP. Then, Ti \ Qi contains i and, thus, is a

maximizer of F , strictly included in Ti, which contradicts the minimality of Ti along pi. 2
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4 Example

Let us consider set I = f1; 2; 3; 4; 5; 6g of the rows of a 6� 7 Boolean matrix X :

X =

1 0 1 1 0 0 1 1

2 1 0 1 0 1 1 0

3 0 1 1 1 1 0 1

4 1 0 0 1 1 0 0

5 1 0 1 1 0 1 0

6 0 1 0 1 0 1 0

The row-to-row Hamming distances (numbers of non-coinciding components) form the following

matrix:

D =

0
BBBBBBB@

0 4 3 7 4 3

4 0 5 3 2 5

3 5 0 4 5 4

7 3 4 0 3 4

4 2 5 3 0 3

3 5 4 4 3 0

1
CCCCCCCA

A D-based MST, presented in Fig. 1, shows that the following �ve subsets are the minimal

maximizers of the minimum split single linkage function L: f1g, f2; 5g, f3g, f4g, f6g, all corre-

sponding to the maximum value L(S) = 3. They form a partition of I since L(S) = L(I � S),

implying that all the entities must be covered by the maximizers of L.

The situation is slightly di�erent for the minimum split of ml; its minimal maximizers are f1g,

f3g, f4g, and f6g while none of the elements 2 and 5 belongs to a maximizer of Mml. Indeed, let

us take a look at six ml-series starting from each of the elements of I :

1(3)3(3)2(0)5(1)4(0)6, 2(2)5(2)4(2)6(1)1(0)3, 3(3)1(3)2(0)5(1)4(0)6,

4(3)2(1)5(2)6(1)1(0)3, 5(2)2(2)(2)6(1)1(0)3, 6(3)1(2)3(2)2(0)4(0)5.

The value ml(ik+1; Sk) is put in parentheses between every starting interval Sk seriated and ik+1

(k = 1; :::; 5). It can be seen that the maximum value 3 separates each of the four singletons

indicated while it never occurs in the series starting with 2 or 5.

5 Conclusion

The monotone linkage functions have been introduced, in clustering framework, by Mullat [3] who

called them `monotone systems' and considered set functions G(S) := maxi2S d(i; S) as greedily

minimizable. In this paper, the concept of minimum split function [2] is extended to the case of

the monotone linkage functions. We have proven that the minimal maximizers of a minimum split

function are monotone linkage clusters that can be found with the extended greedy procedure EGP.

This allows us to claim that the minimum split functions Md for the monotone linkages d present

yet another class of greedily maximizable functions, though the greedy series employed are d-series
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rather than Md-greedy series considered usually (see, for instance, [5]). We have proven also that

this class coincides with the class of quasi-convex set functions.

Although the problem of maximizing the quasi-convex set functions is exponentially hard when

they are oracle-de�ned [6], it can be resolved with the extended greedy procedure, when they are

associated with the monotone linkages via (1). Thus, the monotone linkage format may well serve

as an easy-to-interpret and easy-to-maximize means for dealing with the quasi-convex set functions.

On the other hand, the monotone linkage concept may be used as a framework for developing

clustering techniques based on the entity-to-set linkage functions rather than on the conventional

entity-to-entity dissimilarity measures. The `unclusterable', `noisy' entities frequently occurring in

the real-world data can be explicitly treated in this framework.
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Figure 1: A minimum spanning tree for matrix D.


