Part Il: Sensor Node Platforms & Energy Issues
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Sensor Node H/W-S/W Platforms
In-node
processing d

Wireless communication

Event detection with neighboring nodes

Acoustic, seismic,
Image, magnetic, etc. Sensors
Interface

Electro-magnetic

radio )
Iinterface

pattery supply

Energy efficiency is the crucial h/w and s/w design criterion
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Overview of this Section

e Survey of sensor node platforms
e Sources of energy consumption
 Energy management technigues
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Variety of Real-life Sensor Node Platforms

RSC WINS & Hidra
Sensoria WINS
UCLA'’s iBadge
UCLA’s Medusa MK-II
Berkeley’s Motes
Berkeley Piconodes
MIT’'s uAMPs

And many more...

Different points in (cost, power, functionality, form factor) space
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Rockwell WINS & Hidra Nodes

POWER
Consists of 2"x2” boards in a 3.5"x3.5"x3” SUPPLY
enclosure " g- MICEOPHONT |-
— StrongARM 1100 processor @ 133 ‘ pif o
MHz N PRDAIEI]:E];ISDR =
e 4MB Flash, 1IMB SRAM 1 GROFEORE
— Various sensors i
. Seismic.: (geophone) > nta T 00 TEE o
e Acoustic L DETRADIO
e magnetometer, ﬁ
g CETLTEOMTETE
« accelerometer, temperature, I et P
pressure FRISSTRE

— RF communications

e Connexant's RDSSS9M Radio @
100 kbps, 1-100 mW, 40 channels

— eCos RTOS
Commercial version: Hidra

— uC/OS-l

— TDMA MACwith multihop routing
http://wins.rsc.rockwell.com/
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Sensoria WINS NG 2.0, sGate, and WINS
TacﬂcaISensqr

« WINS NG 2.0

— Development platform used in
DARPA SensIT

— SH-4 processor @ 167 MHz

— DSP with 4-channel 16-bit ADC

— GPS

— imaging

— dual 2.4 GHz FH radios

— Linux 2.4 + Sensoria APIs

— Commercial version: sGate
 WINS Tactical Sensor Node

— geo-location by acoustic ranging
and angle

— time synchronization to 5 us

— cooperative distributed event
processing

Ref: based on material from Sensoria slides



Sensoria Node Hardware Architecture

Address/Data Bus

Modular
Imager Imager Preprocessor

Module Interface Interface

Ly Digital
Channel DSP GPS g
I/O
Sensor Preprocessor
Interface

Ref: based on material from Sensoria slides

Wireless and Digital Interfaces
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Sensoria Node Software Architecture

General General General General
Purpose Purpose Purpose Purpose
App 1 App 2 App 3 App 4

Ref: based on material from Sensoria slides
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Berkeley Motes

Sensor Node Architecture

* Devices that incorporate :

g RFM H2000 67 0nm SmW RFL RC2010
communications, processing, J_L_)_________g‘_l_ff-f_“_“}ff____ ____L_af:{ifj’f_____ | sesw ||
sensors, and batteries into a R T Tiiorods

! coeler oim eters : H S 'tf
small package e _; mm,{ =
« Atmel microcontroller with g B Biomm Bun Bror. || S

ADETE ADETES]
4-Chatinel 4-Chatitel

sensors and a 4 ‘W eN

E.
GLR Honeyarell o

communication unit Vo S el | [ L] ] pressre

Field = efusor

— RF transceiver, laser
module, or a corner cube
reflector

— temperature, light,
humidity, pressure, 3 axis
magnetometers, 3 axis
accelerometers

« TinyOS light, temperature,
10 kbps @ 20m
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The Mote Family

Mote Tyvpe WeC rene? rene?2 dot

@ 2
Date 9 /99 10/00 6/01 8/01
Microcontroller
Tvpe ATO0OLS8535 ATMegalG3 AT Negal03
Prog. mem. (KB) 8 16 128
RAM (KB) 0.5 1 4
Nonvolatile storage
Chip 4L.C2 AT45DB0O41B
Connection type IZC SPI
Size (KB) 32 512
Default Power source
Tvype Li Alk Li Alk
Size CR2450 2xAA CR2032 2xAA
Capacity (mAh) D7D 2850 225 2850
Communication
Radio REMNM TR1000
Rate (Kbps) 10 10 10 10 10/40
Modulation type O0K OOK/ASK

Ref:

from Levis & Culler, ASPLOS 2002
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TinyOS

System composed of concurrent FSM modules
— Single execution context
Component model
— Frame (storage)
— Commands & event handlers
— Tasks (computation)
— Command & Event interface
— Easy migration across h/w -s/w boundary
Two level scheduling structure
— Preemptive scheduling of event handlers
— Non-preemptive FIFO scheduling of tasks
Compile time memory allocation
NestC
http://webs.cs.berkeley.edu

Bit Arrival Event Handler

Start State: {bit_cnt}

A\ 4

bit_cnt++ ~bit_cnt==

\/\/\/ |
Messaging Component
Internal Tasks | Internal State
Il /NIN
Commands Events
ves Send Byte Event
bit cnt =0
* Done
NO
1-11

Ref: from Hill, Szewczyk et. al., ASPLOS 2000



Application
g“ & :IE:
= & -,_12 ) E] - ) = = timer
—_ = — =] =
= E g | El I 5' 1"'-'3 1 - S = I interrupt
E| B A *l =i E| = 5
! g1 =Sl £l z
gl % g1 EI g g
=y @ 2 2 g =
gl gl ' '
1 2 — inermm)
end _misg, thr permml |j |:|
Temperature Photo
= 5 ; = 4)} L\.
. g E ,F- =l E ) HI § I ADC ready
E -? E | E | 11:: = 11-% {E'— | %. | interrupt
= & g g & = E = T
5| 2 bl Il g El 5
. - — = L=}
gl B 2] 2 - YR
f.| ol 81 EF|
| = | 12C threg merrml
......... D
Packet |j 12C b
JAVAYA
- F
'rg—_: :I 11;_' | ; | |
2 2 =l sl |
El I I
I o
j’: | % | g |
1 | =1 =l
= B P
= | =1
cmude i decode.fhr e
Radio byte [; ] |j
=
[
— — =
LE] o= = —_
S " E z B L =k
= k=1 E=1 -] = = | = |
z o .sl o o ;| z
ay By £y 2By "y sl 21
< | =il
BB
kel
RFM |j

timer in IIE‘-I'I'LI pt

Ref: from Hill, Szewczyk et. a

Complete TinyOS Application

Component Name

Code Size
(hytes)

Data Size

(byvtes)

Multihop router
AM _dispateh
AM_temperature
AN light

AM

Packet
RADIObyte
REM

Photo
Temperature
UART

UART packet
[2C _bus

R
L0
=
146
356
334
=10
310
8
i
196
314

198

(]
(0
32
b
1]
L[]
b

Proces J]'_i]lil

Tiny S scheduler

O runtime

Total

ASPLOS 2000
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UCLA iBadge

 Wearable Sensor Badge
— acoustic in/out + DSP

— temperature, pressure,
humidity,
magnetometer,
accelerometer

— ultrasound localization

— orientation via
magnetometer and
accelerometer

— bluetooth radio
e Sylph Middleware

1.6V3.3V5YV
Reset
switch Power
supply
Power circuit
switches *
Battery
Power 3.6V
supply unit | 700 mAh

Speech-processing unit

Codec
TLV320AIC10

: — ; |
Wireless i Localization unit i Enrenmen
communication PC |! 1 sensing unit
unit interface | || Ultrasound || Radio RFM i =
i | ransceiver ||  TR1000 i Humidity
[ e el o BT I
Light
Bluetooth j
Ericsson RS ADC
ROK101007 232 8 bit - Temperature | |
DsS2438
____________________ e Microcontroller
AVR Power
ATMEGA103L management &
tracking unit
i Data/ GPIO = Semicon.
HO;‘ <j— address T sws
po —| bus ext. INT
. Battery
DSP Wi T monitor
TMS320VC5416 Duty cycle e 052438

Orientation and tilt-sensing unit ‘

" McBsP ’E L

T Magnetic field | | pccelerometer

- SEnsors
24 bit A ADXL202E

(a)

Top
47

. Pressure sensor

Bottom

%68 7 mm (1.85 x2.78 « 0.28")

. Accelerometer forx, y-axis 9. DSP

. Magnetic field sensor 10. RFM radio (for localization)

11. PCEB antenna for RFM radio
12. Blue tooth antenna

. Ultrasound tranceiver 13. Blue tooth module
. Microphone

. Light

]
2
3
4. Humidity sensor
5
6
7

SENsOr

14. Loudspeaker
15. ADC magnetic field sensor

8. Connector (SW download) 16, Accelerometer for x-axis

Dimension of enclosure:

3 70> 55 = 18mm
: i"“ﬁ Weight: 65 grams
L™ Battery litetime: 4h 35 min.

(b)

17. Codec chip

18. Microcontroller

19. Switches (Power, Reset)
20. Battery connector

21. Power supply

22. Battery monitors

23. Switches to functional units



READ <data tuple=

[WHERE <predicate clause>]
[EVERY <time interval>]
[FOR <duration=]

Sylph Middleware

Browsers

- =

Client application

swb -I Jini registry

services

=

Sylph middleware

Jini SDM

Service discovery
modules

Proxy core

Microphone SM

iBadgeSM

Camera SM

Sensor modules

Smart
toy

iBadge

[]

| |
) J=Y &=

Network intrastructure

Sensing
intrastructure
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Connector 2

UCLA Medusa MK-Il Localizer Nodes

Ultasnd RX/TX

Accesory
Board

ADXL202 |a—» <«—» RFM
Light &
- » Megal28L |= » PMTU
Temp . Connector 1
PButton - P UART &
SPI B Tl JTAG
)
H A
L ADCISPI/ [ N
! GPIO <L y
)
: UART,
< - » JTAG,
PButton |a—M GPS
AT91FR4081
RS-485 4—»

40MHz ARM THUMB
— 1MB FLASH, 136KB RAM

—  0.9MIPS/MHz 480MIPS/W (ATMega
242MIPS/W)

RS-485 bus
— Out of band data collection, formation of arrays

3 current monitors (Radio, Thumb, rest of the
system)

540mAh Rechargeable Li-lon battery

Component Active(mA) | Sleep(uA)
ATMegal28L | 5.5 1
RFM 29 3
ATSIFR4081 | 25 10
RS-485 3 1
RS8-232 3 10

39.4 27

11-15



BWRC’s PicoNode TripWire Sensor Node

—

—— Chip encapsulation

Solar Cell© PCB (1 (1.5 mm)
Battery (3.6

0.5 mm

( ) mm) mm)

Size determined by power
gissipation (1 m\W avg)

Version 2: Vibration Powered
Ref: from Jan Rabaey, PAC/C Slides I1-16



BWRC PicoNode (contd.)
7 O e

«— Sen_sor/actuator
e L interface S

User
interface

Aggregation/
forwarding

Chip DLL (MAC) Locationing .
Supervisor . OWE051 Chlp
Supervisor

Baseband

_ 11
— MAC
Antenna
LocalHW [~

—  PHY

+—

Energy
train

 Reactive inter- and intra-chip signaling
» Modules in power-down (low-leakage) mode by default

« Events at interface cause wake-up 1 mW on
* Hw Modules selected to meet flexibility needs <10 pW sleep
while optimizing energy efficiency (e.g. 8051 microcontroller) Size: 6 mm?2

Ref: from Jan Rabaey, PAC/C Slides




Quick-and-dirty iIPag-based Sensor Node!

i i
A A

HM2300 Magnetic Sensor

WaveLan Card / - uC Based with RS232
-lIEEE 802.11b Compliant - Range gf +/- 2Gausus
- 11 Mbit/s Data Rate -Adjustable Sampling Rate

- X, Y, Z output
- Device ID Management
v}

pngARM
anagement (normal,
idle & sleep mode)

- Progyammable System Clock
- IR, WUSB, Serial (RS232)

. Smission

v
1J

R/

Familiar vO.5

- Linux Based OS for iPA
- JFFS2, read/write iPAQ’
- Tcl ported

t[ .
y

Acoustic Sensor & Actuator
-Built-in microphone
-Built-in speaker

11-18



Average Power (mW)

Sensor Node Energy Roadmap
(DARPA PAC/C)

10,00
0
e Deployed _
Rehosting to Low
(SW) Power COTS
1,000 « PAC/C Baseline (Sl.ox)
-Simple Power Manageme
(-5W) -Algorithm Optimization
100 e (50 mW) (10x)
-System-On-Chip
-Adv Power
10 Management
& -Algorithms
¢ (50x)
1 (1mW)
1 2000 2002 2004

e Low-power design
 Energy-aware design 1-19



Where does the energy go?

Algorithrme and Protoocs

Rzal-Time Operating Systam

Processing

— excluding low-level processing for radio, sensors, actuators

Radio
Sensors
Actuators
Power supply

11-20



Processing

Common sensor node processors:

— Atmel AVR, Intel 8051, StrongARM, XScale, ARM Thumb, SH Risc
Power consumption all over the map, e.qg.

— 16.5 mW for ATMegal28L @ 4MHz

— 75 mW for ARM Thumb @ 40 MHz
But, don’t confuse low-power and energy-efficiency!

— Example

o 242 MIPS/W for ATMegal28L @ 4MHz (4nJ/Instruction)

o 480 MIPS/W for ARM Thumb @ 40 MHz (2.1 nJ/Instruction)
— Other examples:

* 0.2 nJ/Instruction for Cygnal C8051F300 @ 32KHz, 3.3V
0.35 nJ/Instruction for IBM 405LP @ 152 MHz, 1.0V
0.5 nJ/Instruction for Cygnal C8051F300 @ 25MHz, 3.3V
0.8 nJ/Instruction for TMS320VC5510 @ 200 MHz, 1.5V
1.1 nJ/Instruction for Xscale PXA250 @ 400 MHz, 1.3V
1.3 nJ/Instruction for IBM 405LP @ 380 MHz, 1.8V

« 1.9 nJ/Instruction for Xscale PXA250 @ 130 MHz, .85V (leakage!)
— And, the above don’t even factor in operand size differences!

However, need power management to actually exploit energy efficiency

— Idle and sleep modes, variable voltage and frequency 11-21



Radio

Energy per bit in radios Is a strong function of desired
communication performance and choice of modulation

— Range and BER for given channel condition (noise,
multipath and Doppler fading)

Watch out: different people count energy differently
— E.Q.

 Mote’'s RFM radio is only a transceiver, and a lot of low-level
processing takes place in the main CPU

* While, typical 802.11b radios do everything up to MAC and
link level encryption in the “radio”

Transmit, receive, idle, and sleep modes
Variable modulation, coding

Currently around 150 nJ/bit for short ranges
More later...

11-22



Computation & Communication

Energy breakdown for voice Energy breakdown for MPEG

Decode Decode Transmit
Encode

Encode

Receive Transmit Receive

Radio: Lucent WaveLAN at 2 Mbps
Processor: StrongARM SA-1100 at 150 MIPS

* Radios benefit less from technology improvements than
processors
e The relative impact of the communication subsystem on the

system energy consumption will grow
11-23



Sensing

e Several energy consumption sources
— transducer
— front-end processing and signal conditioning
« analog, digital
— ADC conversion
« Diversity of sensors: no general conclusions can be
drawn
— Low-power modalities
 Temperature, light, accelerometer
— Medium-power modalities
» Acoustic, magnetic
— High-power modalities
* Image, video, beamforming

11-24



Actuation

 Emerging sensor platforms

— Mounted on mobile robots

— Antennas or sensors that can be actuated
* Energy trade-offs not yet studied
 Some thoughts:

— Actuation often done with fuel, which has much higher
energy density than batteries

e E.g. anecdotal evidence that in some UAVs the flight time is
longer than the up time of the wireless camera mounted on it
— Actuation done during boot-up or once in a while may have
significant payoffs
« E.g. mechanically repositioning the antenna once may be better

than paying higher communication energy cost for all
subsequent packets

« E.g. moving a few nodes may result in a more uniform
distribution of node, and thus longer system lifetime

11-25



Power Analysis of RSC’s WINS Nodes

Tabla 1. Power Analysis of Rockwell's Wins Nodes.

Summary

Mode | Mode | RadioMode | T
= (Power: 36,3 miy) 10E0.5
I'x {Power: 191 miW) Q&G0
Ix (Power: 138 miy) 426
I'x { Power: 2,47 miW) 2155
Active | On
Ix (Power: 2,51 mi) #3075
s (Power: 0.5 miy) 7875
Fx (Power: 020 miy) 7739
s (Power: 0,12 miW) 7711
Active | On Rx o
Active | On [clle 7275
Active | On sSkep 4l6.2
Active | On Remonved 833
Sleep | On Remonved 4.0
Active | Removed | Remowved A60.0

Processor

— Active = 360 mW

» doing repeated
transmit/receive

— Sleep =41 mW

— Off =0.9 MW
Sensor = 23 mW
Processor: Tx=1:2
Processor : Rx=1:1

Total Tx: Rx =4 : 3 at
maximum range

— comparable at lower Tx

11-26



Power Analysis of Mote-Like Node

Table 2. Power Analysis of Medusa Il Nodes.

MCU Mode | Sensor Mode Radio Muode Mod. Scheme gi:i Power (mW)
Ta(Power, 07368 mW) | OOK 24kbs [ 2458
- . —e— 2.4 kbfs OOK
Txi Power: 0.0979 mW) | OOK 24kbs [ 1924 20 1 —=— 0 4 kb/s ASK
~ 19.2 kb/s OOK
Ta(Power, 0.7368 mW) | OOK 192 s | 25.37 = 187 19.2 kb/s ASK
£ . —&— Receive Mode
Ta(Power, 00979 mW) | OOK 192 ks | 2005 : :
i o
Active Cn o 14 |
Ta(Power 0.7368 mW) | ASK 24kbs [ 2655 % x
= 12 1
Ta(Power, 00979 mW) | ASK 24kbs 2126 E 10
Ta(Power 07368 mW) | ASK 192 ks | 2746 g : :
2 3 4 b &
TaiPower 00979 m%W) | ASK 192 ys [ 2206 T Power Level
Ative On Rx Any Any 2.0
Active Un Idle Any Any 2206
Active Un Off Any Any .72
Idle On i Any Ay 5.2
Sleep Off i Any Any 0.0z

1-27




Some Observations

Using low-power components and trading-off unnecessary performance
for power savings can have orders of magnitude impact

Node power consumption is strongly dependent on the operating mode

— E.g. WINS consumes only 1/6-th the power when MCU is asleep as
opposed to active

At short ranges, the Rx power consumption > T power consumption
— multihop relaying not necessarily desirable
Idle radio consumes almost as much power as radio in Rx mode

— Radio needs to be completely shut off to save power as in sensor
networks idle time dominates

 MAC protocols that do not “listen” a lot
Processor power fairly significant (30-50%) share of overall power
In WINS node, radio consumes 33 mW in “sleep” vs. “removed”
— Argues for module level power shutdown
Sensor transducer power negligible
— Use sensors to provide wakeup signal for processor and radio
— Not true for active sensors though...

11-28



Energy Management Problem

o Actuation energy is the highest
— Strategy: ultra-low-power “sentinel” nodes
« Wake-up or command movement of mobile nodes
« Communication energy Is the next important issue

— Strategy: energy-aware data communication

» Adapt the instantaneous performance to meet the timing
and error rate constraints, while minimizing energy/bit

* Processor and sensor energy usually less important

MICA mote : :
Berkeley Transmit 720 nJ/bit Processor 4 nJ/op
Receive 110 nJd/bit ~ 200 ops/bit
WINS node Transmit 6600 nJ/bit Processor 1.6 nJ/op
RSC
Receive 3300 nJ/bit ~ 6000 ops/bit 1-29




Processor Energy Management

Knobs
— Shutdown

— Dynamic scaling of frequency
and supply voltage

— More recent: dynamic scaling of
frequency, supply voltage, and
threshold voltage

All of the above knobs incorporated
into sensor node OS schedulers

— e.g. PA-eCos by UCLA & UCI
has Rate-monotonic Scheduler
with shutdown and DVS

Gains of 2x-4x typically, in CPU
power with typical workloads

Predictive approaches

— Predict computtion load and set
voltage/frequency accordingly

— Exploit the resiliency of sensor
nets to packet and event losses

— Now, losses due to computation
noise

Application
PA-API
PA-Middleware
POSIX PA-OSL
Operating Modified Operating
System OS Services System
PA-HAL

Hardware Abstraction Layer

Hardware

11-30




Radio Energy Management

—>ij 1Rx—>

| BN BE

time

During operation, the required performance is often less than
the peak performance the radio is designed for

How do we take advantage of this observation, in both the
sender and the receiver?

11-31



Energy in Radio: the Deeper Story....

Tx: Sender /\/\/\/\/\/\«/\/ RX: Recelver
Incoming E i ‘

- - —
information

Eelec ERF

Transmit Power
electronics amplifier

Channel

EX

Receive
electronics

elec

Outgoing

information

* Wireless communication subsystem consists of three
components with substantially different characteristics

* Their relative importance depends on the transmission

range of the radio

11-32



Examples

Nokia C021 Medusa Sensor

GSM
Wireless LAN Node (UCLA)
nJ/bit nJ/bit nJ/bit

ERX

ERF ETX

elec elec

ERF ETX ERX

elec elec

ERF ETX ERX

elec elec

~1km ~50m ~10m

 The RF energy increases with transmission range

 The electronics energy for transmit and receive are

typically comparable
11-33



Energy Consumption of the Sender

TXx: Sender « Parameter of interest:
— energy consumption per bit

Incoming | j P

. - — _
Information Ebit = T_
bit
PTX P
elec Total
' I
| RF I Electronics
? 5 Dominates | Dominates
Q Q
(- c
LLl / Ll
Transmission time Transmission time ' Transmission time
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Effect of Transmission Range

Energy

Transmission time

11-35



Power Breakdowns and Trends

D

A
53

ART

Radiated power
63 mW (18 dBm)

33l

HF &MY WAL [FRE S4839

Hu%= ;

= -] ———

Intersil PRISM I
(Nokia C021 wireless LAN)

G (2

Power amplifier \ T L LT T
600 mW Analog electronics Digital electronics
(~11% efficiency) 240 mW 170 mwW

m Trends:
¢ Move functionality from the analog to the digital electronics

< Digital electronics benefit most from technology improvements

m Borderline between ‘long’ and ‘short’-range moves towards shorter
transmit distances 11-36



Radio Energy Management #1: Shutdown

* Principle Power
— Operate at a fixed speed and . available time
power level

— Shut down the radio after the

V.

transmission time

transmission

— No superfluous energy
consumption

« Gotcha
— When and how to wake up?
— More later ...

time

Energy
i no shutdown

transmission /
' shutdown

time |

< ra
1

>
>

allowed time
11-37



Radio Energy Management #2: Scaling
along the Performance-Energy Curve

Principle Power
— Vary radio ‘control | available time
knobs’ such as :
modulation and error R
coding

— Trade off energy versus
transmission time

Modulation scaling
fewer bits per symbol k

i i S P Rx
Sl lc Sc_:a“ng i Eelec: Eelec
more heavily coded
>\ 1 >\ 'S
(@) : > L
O ! 3} /
i . T N S L e ! c |
transmission time transmission time
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When to Scale?

! | ?
RF I Electronics
dominates 1. dominhates
| ;
- |
o |
Q |
9 | gcaling NOt
</ I benef‘c\a\
E b= == = = === — —— -
|

t* transmission time

« Scaling results in a convex curve with an energy minimum E_..

* It only makes sense to slow down to transmission time t*
corresponding to this energy minimum

11-39



Power
A

Scaling vs. Shutdown

Energy

o VA

Regioh of
scaling

Region of
shutdown

allowed time

Power

A

Y

transmission time

time

allowed time

D “1
|

1€ >: time

transmission time = t*

e Use scaling while it
reduces the energy

e If moretimeis
allowed, scale
down to the
minimum energy
point and
subsequently use
shutdown

Power
allowed time

|

:< >: tim
.. ) e
transmission time IT—XO

\ 4

&
<




Long-range System

Energy

~scaling

__Regionof |

———o-;

transmission time  t*

The shape of the curve
depends on the relative
Importance of RF and
electronics

This is a function of the
transmission range

Long-range systems
have an operational
region where they benefit
from scaling
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Short-range Systems

5 5  Short-range systems have
) 3 scaling in not beneficial
» Best strategy Is to transmit

as fast as possible and shut
down

Region ofé _ *
shutdown

Energy

t* transmission time

11-42



Sensor Node Radio Power Management

Summary

Short-range links

Shutdown based
Turn off sender and receiver

Topology management schemes exploit this
e.g. Schurgers et. al. @ ACM MobiHoc ‘02

Long-range links

Scaling based
Slow down transmissions

Energy-aware packet schedulers exploit this
e.g. Raghunathan et. al. @ ACM ISLPED ‘02

Energy

Energy

transmission time

transmission time
11-43



Another Issue: Start-up Time

SAW A

S S -
_’[/\_‘D_'% RX¥ , ol Decoding |—
TEE?“ - £ Che | RX Data
AT (o MO Encoding p—
sl W:m TX Data
Modulation i Coding
Eoadio™ Ent E Eppe=E ;-;3(' +L fff:f:
Emn’ff:: [Pm-( T””—i— Twrm-rup)] T
[PolTon™ Toartup) T Poul 1))
Fixed Parameters Tunable Parameters
P, 81 mW P,
P. /80 mW I,
Ly | 466 s Eppe
II-44

Ref: Shih et. al., Mobicom 2001



Wasted Energy

* Fixed cost of communication: startup time
— High energy per bit for small packets

Startup time screen capture

Tok Run Sooks/s  Sample R 1.0E-05
@: 445us
| et =
' = 1.0E-06
L
@
o
>
=" 1.0E-07
=
L
Sl PR LRI 1 10100 1000 10000 100000

Packet size (bits)

11-45
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* One fix: radio with a packet processor handles the common case of relaying

Sensor Node with Energy-efficient Packet
Relaying [TsiatsisO1]

* Problem: sensor noes often simply relays packets
— e.g. > 2/3-rd pkts. in some sample tracking simulations
« Traditional : main CPU woken up, packets sent across bus
— power and latency penalty

— packets redirected as low in the protocol stack as possible

« Challenge: how to do it so that every new routing protocol will not require a new
radio firmware or chip redesign?

— packet processor classifies and modifies packets according to application-

Multihop

defined rules
— can also do ops such as combining of packets with redundant informat

Packet

[ors]

ommunication Rest of the Node

Subsystem
.

Traditional Approach

Multihop

Packet

ommunication Rest of the Node
Subsystem

Sensor

Energy-efficient Appr-lc|>h4cq1



Putting it All Together: Power-aware Sensor
Node

Dynamic
Voltage &
Freq. Scaling

Radio

T

Scalable
Sensor
Processing

Freq., Power,
Modulation, &
Code Scaling

Energy-aware RTOS, Protocols, & Middleware

PASTA Sensor Node Hardware Stack




Future Directions: Sensor-field Level Power

A

Management

(1324,1245) *

nmms)> Data

.\

Wakeup

“**re.p Line of Bearing (LOB)

O

Fusion center

TYPE | STATE|SENS CPU COMM

/] ON OFF STEM
Tripwire
ON ON ON
é OFF OFF STEM
Tracker
ON ON ON

. Two types of nodes

— Tripwire nodes that are always sense

Low-power presence sensing modalities such as seismic or
magnetic

— Tracker nodes that sense on-demand
Higher power modalities such as LOB
. Approach
— Network self-configures so that gradients are
established from Tripwire nodes to nearby Tracker
nodes
— Radios are all managed via STEM
— Event causes nearby Tripwire nodes to trip
— Tripped Tripwire nodes collaboratively contact suitable
Tracker nodes
» Path established via STEM
» Tracker nodes activate their sensors
— Range or AoA information from Tracker Nodes is fused
(e.g. Kalman Filter) to get location
In-network processing

— Centralized : where should the fusion center be?
— Distributed : fusion tree

— Result of fusion sent to interested user nodes

— Set of active Tracker Nodes changes as target moves
Process similar to hand-off



Tools

« Sensor Network-level Simulation Tools
— Ns-2 enhancements by ISI
— Ns-2 based SensorSim/SensorViz by UCLA
— C++-based LECSim by UCLA
— PARSEC-based NESLsim by UCLA

 Node-level Simulation Tools
— MILAN by USC for WINS and ptAMPS
— ToS-Sim for Motes

 Processor-level Simulation Tools
— JoulesTrack by MIT
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SensorViz

Power Measurements

Trace Data from
Experiments

Power Models
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